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Abstract-Different scheduling algorithms are discussed in th literature that is appropriate for the grid
environment. Scheduling heuristics can be classifieinto constructive and improvement and we haw
studied and analyzed several widely used the abosgaid heuiistics. The heuristics perform according tc
the nature of the users’ tasks and the resources this paper, we have proposed a strategy for finding ot
an appropriate scheduling heuristic from the widelyused ones. Based on our study, we classified 1
user’s tasks and resource into seven categories ugirthe decision tree learning technique based ¢
qguantity and heterogeneity. When the user submitshie job, the characteristics of the tasks and th
resources given by the user will match with any onef the categories. Our proposed strategy selects
scheduling heuristic that has the maximum occurrene of best makespan and executes the user tasks. -
proposed strategy shows better accuracy and this e used to find the appropriate scheduling heurtg
to execute users tasks.
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. INTRODUCTION

Grid computing aims to maximize the utilizationasf organization’s computing resources by makingt
shareable across applications and providing on ddmeomputing. Grid technology enables resol
virtualization, on demand provisioning and resousbaring between organizations. It can be confiteed
network of computer workstations within an orgation or it can be a public collaboration. By haisiag a
great number of different systems in a transpareriner, a user can have access to the computéteatates
that are best suited to the constraints of itsiagibns

In the new distributedcenario such as grid systems, traditional schegluéchniques have evolved i
more complex and sophisticated approaches and ddotors such as the heterogeneity of resource
geographical distribution have been taken into actfl]. Job scheding is a NP complete problem [2], whi
is responsible for the management of jobs, suchllasating resources needed for any specific jalaga
management, service level management capabilitesSeheduling also must provide capabilities fozaa
sich as (i) advanced resource reservation (i) serlégel agreement validation and enforcement j6i) and
resource policy management and enforcement for toiesaround times within allowable budget constisi
(iv) monitoring job execution and sta (v) rescheduling and corrective actions of pafailbver situations [3]
Different scheduling algorithms are discussed #Hrat appropriate for the grid environment dependinghe
characteristics of the network connectivity, jobsachines etc. In e case of static scheduling, informat
about all the resources in the grid and the chariatics of the grid are known in prior when thelégation is
scheduled. In dynamic scheduling, only a few asgiomp about the parallel program can be madere
execution, and thus scheduling decisions have tmége on the fly [4]. Desirable performance godlgrid
scheduling include maximizing system throughputximézing resource utilization, minimizing executitime,
minimizing the cost on the user sidnd fulfilling economical constraini

In the grid system, an end user submits the job liha to be executed with some constraints like
execution deadline, cost of execution and time iredufor execution. After estimating the resou
requiremets, Grid resource manager provides the functionddit discovery and publishing of resources
well as scheduling, submission and monitoring disjd5]. There are several key metrics to evaluht
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effectiveness of grid scheduling algorithms. A &ngeasure cannot capture the whole performanddeof
Grid. On the user’s perspective, the key measufegid performance include time and cost. Time uales
average response time, average wait time and averagcution time. The cost is the economic cost dha
application needs to pay for resource utilization.

Scheduling the applications not only includes tharsh for a suitable set of resources to run agjibias,
but also coordinates the time slots allocated arers¢ different resources to run the applicatiotsoA the
scheduling system must execute all these actiwtigite balancing the optimization functions prouidey the
users such as cost, response time and other olgigaepresented by the resource providers. Griddsdimg
differs significantly from conventional job schethg on a parallel computing system. There are mgniy
schedulers implemented to reduce the complexitthefproblem for particular application scenariowsdoer,
no common and generic grid scheduler exists anatly there will never be one as the particulanade will
require dedicated scheduling strategies to ruiefftly [6].

Machine learning, a branch of artificial intelligen concerned with the design and development of
algorithms, which allows computers to progress bieia based on experimental data, are also used in
scheduling widely. Machine learning data studiesorded data and subsequent machine failures amdslea
prediction rules. There are many tasks where itelatively difficult for the programmers to desigmd
implement the necessary software. There are prablehere there exists no human experts, for example,
automated manufacturing industries, machine fasluras to be predicted before they occur. Thereakse
problems where human experts exist, but they mayeaable to explain their expertise, for exampfeeech
recognition, handwriting recognition etc. Thirdeth are problems where phenomena are changindy.apat
example, in stock exchange, people would like tdjmt the future behavior of the stock market. |ast not
the least, there are applications that need touséomized for each computer user separately. b fhper,
machine learning technique is used for finding antappropriate scheduling heuristic from the widebed
ones according to the nature of the users taskesulirce requirements. The remaining sectionseopéper is
organized as follows. Section 2 deals with relatemtk. Section 3 describes machine learning in thd g
environment. Here, the appropriate scheduling &lgoris selected using machine learning conceptti®e 4
deals with results and discussion. Finally secii@ontains our conclusion.

Il. RELATED WORK

The scheduling heuristics can be classified intastroictive and improvement heuristics. There arayma
scheduling algorithms discussed in the literat@yeportunistic Load Balancing (OLB) [7] assigns e&ask, in
arbitrary order, to the next machine which is etpdcto be available, regardless of the task’s ewgec
execution time on that machine. Minimum Executiomd&@ (MET) [7], assigns each task in arbitrary order
the machine with best expected execution timeHat task, regardless of that machine’s availabiMinimum
Completion Time (MCT) [7] assigns each task, initaaby order, to the machine with the minimum expeéc
completion time for that task. Min Min [7] heuristelects a machine with minimum completion timé sends
the task with minimum completion time for executiorthe machine. Max Min [7] heuristic sends thektaith
maximum time for completion to the machine with miom completion time. Tabu Search (TS) is based on
neighborhood search with overcoming local optimalit performs a number of iterations and at eaetation,

TS moves to the best solution that is not forbid@ew thus independent of local optima [8]. Simulate
Annealing (SA) origin is in statistical mechanit¢s.order to implement SA for grid scheduling, a rtoemnof
decisions and choices have to be made. Genetidthlgo(GA) is an adaptive method that can be usesbtve
optimization problems, based on the genetic proadsdiological organisms [9]. In 1999, Ant Colony
Optimization (ACO) metaheuristic was proposed byrigm Dicaro and Gamberdella, which has been
successfully used to solve many NP problems suchT$B, job shop scheduling etc. Particle Swarm
Optimization based scheduling is a population baggtnization tool, which has been used to solveous
optimization problems [10].

Paolo Priore et al. in [11] have given a revievihaf main machine learning based scheduling appesath
is also dealt in the paper that a common way afadyically scheduling jobs in a flexible manufaatgrsystem
is by means of dispatching rules and the performarichese rules depends on the state of the syistamat
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each moment. So appropriate dispatching rule shbaldised at each moment. Lee, Wen-Chiung et al. has
investigated a single machine problem with the rigwy effect and release times with the objective of
minimizing makespan [12]. Branch and bound algamiihcorporating several dominance properties ameto
bounds is developed to derive optimal solution. @kinet al. proposed an approach based on genetsedb
machine learning for flow shop scheduling problei]] Here, a set of scheduling rules is represeatedn
individual of genetic algorithms, and the fitnedstlee individual is estimated based on the makeggdathe
schedule generated by the rule set. Jiangtian &l.etse machine learning techniques to generaferpgnce
models for all tasks and have applied those mddgierform automatic performance prediction acpysgram
executions [14]. This can be used where systenksgdeor knowledge about the execution time of tasks.
Diego Puppin used machine learning techniques tonaatically search for good orderings in convergent
scheduler which consists of a vast number of lggs orderings [15]. Here, genetic programming, s —
expressions has been used to describe a partipaks sequence. Ashish Revar et al. has analyzed loa
balancing requirements in a grid environment amppsed an algorithm with machine learning concepfind

an efficient algorithm [16]. Daniel Vladusic et dave employed machine learning methods to impjoke
scheduling over heterogeneous Grid nodes [17]. Haeg provided a plug in which can be added totiegjs
frameworks for avoiding significant and time-consagnmodifications. They have also used simple maehi
learning methods in a black box manner with intepaaameter optimization. Guang Xiang et al. hagppsed

a hybrid machine learning and statistical modelengtthe machine learning component predicts therisgof

a service by considering the probability distribatiof the past services and the statistical compioeealuates
the service security statistically based on its ga&st behaviors and users opinions [Hhti Abdullah et al.
have proposed an approach that incorporates a neatdarning model into a conversation environmentlie
induction of communication protocols [1%uopeng Zhao et al. have proposed an intelligestiuree selection
algorithm based on neural networks [20].

Machine learning addresses many of the researchlgmns. Grid environment consists of distributed
heterogeneous resources, with each resource hewitgown characteristics; it would not be effididao use
one scheduling heuristics for all the applicatiaseach application/problem will be of differeature. In this
paper, an attempt is made to use decision treaifgptechnique to find and use an appropriate sdheg
heuristic to execute an application.

[Il. MACHINE LEARNING IN GRID ENVIRONMENT

In this paper, we have implemented several widedgduconstructive and improvement scheduling
heuristics. To find an appropriate scheduling haigrifrom the list of widely used heuristics fexecuting the
user’s task, we have used decision tree learnifgntque.

The decision tree learning technique uses dectsé@nas a predictive model which maps observatiamuia
an item to conclusions about the items target valAiglecision tree is a hierarchical data structomglementing
the divide and conquers strategy. It is an efficiaon parametric method, which can be used for both
classification and regression [21]. A tree can déerrded by splitting the source set into subsetschas an
attribute value test. This process is repeated amh @lerived subset in a recursive manner calledrsae
partitioning. The recursion is completed when theset at a node all has the same value of thetteagable,
or when splitting no longer adds value to the priéalns. Decision tree has number of advantages othear
learning techniques such as simple to understaddrderpret, requires little data preparation, abléhandle
both numerical and categorical data, uses a whitenodel, possible to validate a model using dtesiktests,
robust and performs well with large data in a shione. Hence, this technique has been chosen tbtfia
suitable scheduling heuristics for a given usels jo

The internal nodes of the decision tree are testmjout patterns and leaf nodes are categoriesiténms
and each branch corresponds to attribute valueh Emt has mutually exclusive and exhaustive ouésoriihe
conventional decision tree algorithms are ID3, C&5.0, CART, Random Forest etc. In decision tezerling,
ID3 (Iterative Dichotomiser 3) algorithm is usedgenerate a
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1. Take all unused attributes and count the ir @ytapncerning test samples.
2. Choose attributes for which entropy is minimunindormation gain is maximum.

3. Make node containing that attribute.

Figure 1 ID3 algorithm

decision tree invented by Ross Quinlan which isrecgrsor to C4.5 algorithm. Summarization of the3 ID
algorithm is given in the Figure 1.

For creation of root node, entropy and informag@in has to be computed.

Entropy is computed using the formula

I(P)=- (P x log(ps) + P> X logy(p2) +

where I(P) is the entropy of P

P is the given probability distribution of the sduiling algorithms, P = (p1, p2

M X log(pn))

Gain for each attribute is computed using the fdamu

Gain(no_of_tasks, P)=I(P) — I(no_of tasks,P)

Gain(tasklength,P)=I(P)-I(tasklength,P)
Gain(taskhet,P)=I(P)-I(taskhet,P)
Gain(no_of_resources,P)=I(P)-I(no_of _resources,P)
Gain(resource_speed,P)=I(P)-I(resource_speed,P)

Gain(process_het,P)=I(P)-I(process_het,P)

1)

)
) (3
(4)
®)
(6)
)

Gain(no_of_tasks) and Gain(no_of_resources) hasebtgvalue and hence, humber of tasks and resowiltes
be assigned to the root node. Next, processorduseeity and task heterogeneity has the higherevahd so
they are assigned to the next level of numbeasis and resources. Adaptive machine predictiocephare for

scheduling is given in detail in the Figure 2.
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S D S D
D S ! D 7 b S
ALL ALL IMPROVEMENT ALL IMPROVEMENT IMPROVEMENT
HEURISTICS HEURISTICS HEURISTICS

IMPROVEMENT
HEURISTICS

Figure 2 Adaptive machine prediction proceduresfrreduling

When the number of tasks and resources are higlogrite cases, all the scheduling heuristics perfeethand
in the remaining cases, BFO and its hybrids [22fqwen better. When we have low number of tasks and
resources, in some cases, all the scheduling hiear{gerform well and in the remaining cases GA&O or
ACO perform better. The decision tree for schedulggiven in Figure 3. In figure 3, T refers tonmoer of
tasks, R refers to number of resources, TL refetagk length, RS refers to resource speed, E@sradeequal
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number of tasks and resources, UQ refers to uneguaber of tasks and resources, S refers to sashe ta
length/resource speed and D refers to differettlesgth/resource speed.

1. Categorization of problem scenario
a. Number of tasks = number of resources
I.  Same task length, same resource speed
II. Same task length, different resource speed
lll. Different task length, same resource speed
IV. Different task length, different resource speed
b. Number of tasks number of resources
I.  Same task length, same resource speed
II. Same task length, different resource speed
lll. Different task length, same resource speed
IV. Different task length, different resource speed
2. Match making mechanism
a. Read task length and resource speed
b. Compare the user input with the eight classificatio
c. Return the scheduling algorithm whose occurrenceeds the threshold value
3. Execution of scheduling algorithm
a. Call the appropriate scheduling algorithm
b. Execute the scheduling algorithm with user givepuin
c. Return the makespan

Figure 3 Decision Tree for Scheduling

V. RESULTS ANDDISCUSSION

The scheduling algorithms in the simulated grid envinemt were run for 1000 data sets and the results
were stored in a database. The data sets condk@fmatrices from benchmark problems given by f¥iac
Braun et al. [7]. Gridsim toolkit has been useddionulating the grid environment.

4.1 Experimental Setup

Based upon the classification using the decisiea kearning technique, seven tables were createzhfth
category. The tables are as follows

Table 1: Equal number of tasks and resources, saskdength

Table 2: Equal number of tasks and resources rdiffaask length and same resource speed
Table 3: Equal number of tasks and resources rdiffedask length and different resource speed
Table 4: Unequal number of tasks and resources sasource speed and same task length
Table 5: Unequal number of tasks and resources sasource speed and different task length
Table 6: Unequal number of tasks and resourceeyeift resource speed and same task length
Table 7: Unequal number of tasks and resourceerelift resource speed and different task length

The characteristics of the tasks and resourcesndiyethe user will fall in any one of the above TEasbl to 7.
The scheduling heuristics used for simulation idekiconstructive heuristics such as OLB, MET, M®IQ-
min, Max-min and improvement heuristics such as B8, GA, ACO, ABC and some hybrid heuristics sush a
Improved ABC, GA+TS, BFO, Min-min BFO and Max-mirFB. The users’ inputs consisting of task length
and resource speed were got through a common t@dr®l and it was checked whether it exists in the
database based on the number, equality and the wdltasks and resources. If the same type of aask
resource exists, then the system returns the #igorthat was used to run the users’ task. If itds available,
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the system returns a better algorithm with minimmakespan that occurred maximum number of timegyt
the past history. The scheduling algorithm returbgdur system was executed and the actual makesggs
found out. Finally, the database consists of tk& tangths, resource speeds and their correspomnaihgspal
and the scheduling algorithm which gave the minimmakespai

4.2 Results
Table 1 Accuracy CThe Simulation Tool For Selection Of Better ScheduBtrateg
S. No. Category of Task-Resource Accuracy (%
1 Same TL, Same R$ 98%
2 Same TL, Diff. RS 97%
No. of Tasks = No. of R -

3 O- 01 1asks = No. Of ReSOUN I"5ief 71, Same RS 96%

4 Diff. TL, Diff. RS 93%

5 Same RS, Same TL 94%
6 Same RS, Diff. TL 90%

- No. of Tasks# No. of resources Diff. RS, Same TL 91%

8 Diff. RS, Diff. TL 85%

The simulation was conducted using most of the mband some hybrid scheduling heuristics. The sitiuh
results are shown ithe table 1 and figures 4 and 5. Accuracy is tiiéopmance measure used to evaluate
suggested strategy. The strategy suggested ipdpisr is only for finding out which heuristic ispappriate for
certain nature of tasks and resources. In tg, TL refers to Task Length and RS refers to ResoGmeel

Accuracy (%)

M Same TL, Same RS
W Same TL,Diff RS
Diff TL, Same RS

m Diff TL, Diff RS

Figure 4. Accuracy of the simulation tool for s¢iec of better scheduling strategy for number skta= number of resotes

Accuracy (%)

M Same TL, Same RS
m Same TL,Diff RS
Diff TL, Same RS

m Diff TL, Diff RS

Figure 5.Accuracy of the simulation tool for selection ottiee scheduling strategy for number of ta# number of resourc

V. CONCLUSION

Decision tree learning technique has been usedutly she behavior of the scheduling heuristics ui
different circumstance The scheduling heuristics has been classifiestdan the nature of the tasks
resources. It was found that for larger numberaek$ and resources, BFO and its hybrids perforreeg well
and for smaller number of tasks and resourcesrahminirg heuristics performed well. All the scheduli
heuristics performed well when all the tasks arsasfie length and all the resources are of the spae
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